## Duality

Duality lets us associate to any constrained optimization problem a concave maximization problem, whose solutions lower bound the optimal value of the original problem. What is interesting is that there are cases, when one can solve the primal problem by first solving the dual one. Now, consider a general constrained optimization problem:

$$
\text { Primal: } f(x) \rightarrow \min _{x \in S} \quad \text { Dual: } g(y) \rightarrow \max _{y \in \Omega}
$$

We'll build $g(y)$, that preserves the uniform bound:

$$
g(y) \leq f(x) \quad \forall x \in S, \forall y \in \Omega
$$

As a consequence:

$$
\max _{y \in \Omega} g(y) \leq \min _{x \in S} f(x)
$$



We'll consider one (of the many) possible way to construct $g(y)$ in case, when we have a general mathematical programming problem with functional constraints:

$$
\begin{aligned}
& \mathbf{X}^{*} \text {-penerue (P) } \quad \begin{array}{l}
f_{0}(x) \rightarrow \min _{x \in \mathbb{R}^{n}} \\
f_{0}\left(x^{*}\right)=\boldsymbol{P}^{*} \\
\text { s.t. } f_{i}(x) \leq 0, i=1, \ldots, m \\
h_{i}(x)=0, i=1, \ldots, p
\end{array}
\end{aligned}
$$
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And the Lagrangian, associated with this problem:

$$
L(x, \lambda, \nu)=f_{0}(x)+\sum_{i=1}^{m} \lambda_{i} f_{i}(x)+\sum_{i=1}^{p} \nu_{i} h_{i}(x)=f_{0}(x)+\lambda^{\top} f(x)+\nu^{\top} h(x)
$$

We define the Lagrange dual function (or just dual function) $g: \mathbb{R}^{m} \times \mathbb{R}^{p} \rightarrow \mathbb{R}$ as the minimum value of the Lagrangian over $x$ : for $\lambda \in \mathbb{R}^{m}, \nu \in \mathbb{R}^{p}$
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$$
g(\lambda, \nu)=\inf _{x \in \operatorname{dom} f_{0}} L(x, \lambda, \nu)=\inf _{x \in \operatorname{dom} f_{0}}\left(f_{0}(x)+\sum_{i=1}^{m} \lambda_{i} f_{i}(x)+\sum_{i=1}^{p} \nu_{i} h_{i}(x)\right)
$$

When the Lagrangian is unbounded below in $x$, the dual function takes on the value $-\infty$. Since the dual function is the pointwise infimum of a family of affine functions of
$(\lambda, \nu)$, it is concave, even when the original problem is not convex.
The dual function yields lower bounds op the optimal value $p^{0}$, of the original problem. For any $\lambda \succeq 0, \nu$ :

$$
L(\hat{x}, \lambda, \mathcal{H})=f_{0}(\hat{x})+\underbrace{\lambda^{\top} f(\hat{x})}_{\hat{\Lambda}}+\underbrace{\nu^{\top} h(\hat{\lambda})^{\prime}}_{\forall x \in S} \leqslant f_{0}\left(x^{+}\right)^{+}
$$

Suppose some $\hat{x}$ is a feasible point $\left(\hat{x} \in S\right.$ ) for the original problem, i.e., $f_{i}(\hat{x}) \leq 0$ and $h_{i}(\hat{x})=0, \lambda \succeq 0$. Then we have:

$$
L(\hat{x}, \lambda, \nu)=f_{0}(\hat{x})+\lambda^{\top} f(\hat{x})+\nu^{\top} h(\hat{x}) \leq f_{0}(\hat{x})
$$

A natural question is: what is the best lower bound that can be obtained from the Lagrange dual function? This leads to the following optimization problem:

$$
\begin{aligned}
& \quad g(\lambda, \nu) \rightarrow \max _{\lambda \in \mathbb{R}^{m}, \nu \in \mathbb{R}^{p}} \\
& \text { s.t. } \lambda \succeq 0
\end{aligned}
$$

The term "dual feasible", to describe a pair $(\lambda, \nu)$ with $\lambda \succeq 0$ and $g(\lambda, \nu)>-\infty$, now makes sense. It means, as the name implies, that $(\lambda, \nu)$ is feasible for the dual problem. We refer to $\left(\lambda^{*}, \nu^{*}\right)$ as dual optimal or optimal Lagrange multipliers if they are optimal for the above problem.

## Summary

| Primal | Dual |  |
| :---: | :---: | :---: |
| Function | $f_{0}(x)$ | $g(\lambda, \nu)=\min _{x \in \operatorname{dom} f_{0}} L(x, \lambda, \nu)$ |
| Variables | $x \in \operatorname{dom} f_{0} \subseteq \mathbb{R}^{m}$ | $\lambda \in \mathbb{R}_{+}^{m}, \nu \in \mathbb{R} \boldsymbol{P}$ |
| Constraints | $f_{i}(x) \leq 0, i=1, \ldots, m$ <br> $h_{i}(x)=0, i=1, \ldots, p$ |  |
| Problem | $f_{0}(x) \rightarrow \min _{x \in \mathbb{R}^{n}}$ | $\lambda_{i} \geq 0, \forall i \in \overline{1, m}$ |
| s.t. $f_{i}(x) \leq 0, i=1, \ldots, m$ |  |  |
| $h_{i}(x)=0, i=1, \ldots, p$ | $g(\lambda, \nu) \rightarrow \max _{\lambda \in \mathbb{R}^{m}, \nu \in \mathbb{R}^{p}}$ |  |

## Weak duality

It is common to name this relation between optimal of primal and dual problems as weak duality. For problem, we have: $B C E \Gamma \wedge A$ :

$$
p^{*} \geq d^{*}
$$



While the difference between them is often called duality gap:

$$
p^{*}-d^{*} \geq 0
$$

Note, that we always have weak duality, if we've formulated primal and dual problem. It means, that if we have managed to solve the dual problem (which is always convex, no matter whether the initial problem was or not), then we have some lower bound. Surprisingly, there are some notable cases, when these solutions are equal.

## Strong duality

## CUNGHAS

Strong duality happens if duality gap is zero:

## 

$$
p^{*}=d^{*}
$$

Notice: both $p^{*}$ and $d^{*}$ may be $+\infty$.
Several sufficient conditions known!
"Easy" necessary and sufficient conditions: unknown.

## Useful features



Construction of lower bound on solution of the direct problem.
It could be very complicated to solve the initial problem. But if we have the dual problem, we can take an arbitrary $y \in \Omega$ and substitute it in $g(y)$ - we'll immediately obtain some lower bound.

Checking for the problem's solvability and attainability of the solution.
From the inequality $\max _{y \in \Omega} g(y) \leq \min _{x \in S} f_{0}(x)$ follows: if $\min _{x \in S} f_{0}(x)=-\infty$, then
$\Omega=\varnothing$ and vice versa.

Sometimes it is easier to solve a dual problem than a primal one.
In this case, if the strong duality holds: $g\left(y^{*}\right)=f_{0}\left(x^{*}\right)$ we lose nothing.
Obtaining a lower bound on the function's residual.
$f_{0}(x)-f_{0}^{*} \leq f_{0}(x)-g(y)$ for an arbitrary $y \in \Omega$ (suboptimality certificate).
Moreover, $p^{*} \in\left[g(y), f_{0}(x)\right], d^{*} \in\left[g(y), f_{0}(x)\right]$

## Dual function is always concave

As a pointwise minimum of affine functions.


## Examples

## Simple projection onto simplex with duality

To find the Euclidean projection of $x \in \mathbb{R}^{n}$ onto probability simplex $\mathcal{P}=\left\{z \in \mathbb{R}^{n} \mid z \succeq 0, \mathbf{1}^{\top} z=1\right\}$, we solve the following problem:

$$
\begin{aligned}
& \quad \frac{1}{2}\|y-x\|_{2}^{2} \rightarrow \min _{y \in \mathbb{R}^{n} \succeq 0} \\
& \text { s.t. } 1^{\top} y=1
\end{aligned}
$$

Hint: Consider the problem of minimizing $\frac{1}{2}\|y-x\|_{2}^{2}$ subject to subject to $y \succeq 0, \mathbf{1}^{\top} y=1$. Form the partial Lagrangian

$$
L(y, \nu)=\frac{1}{2}\|y-x\|_{2}^{2}+\nu\left(\mathbf{1}^{\top} y-1\right)
$$

leaving the constraint $y \succeq 0$ implicit. Show that $y=(x-\nu \mathbf{1})_{+}$minimizes $L(y, \nu)$ over $y \succeq 0$.

## Underdetermined Linear least squares

## Problem




$$
\begin{aligned}
& \text { elwerneke } \\
& \begin{array}{c}
\frac{1}{2}\|x-y\|_{2}^{2} \rightarrow \text { min } \\
1 y \in \mathbb{R}^{n} \\
1 y=1 \\
y \geq 0
\end{array}
\end{aligned}
$$

Hint $f_{0}(y)=\frac{1}{2}\|x-y\|_{2}^{2}$ domfo:

$$
\begin{aligned}
& L(y, \nu)=\frac{1}{2}\|x-y\|_{2}^{2}+\nu\left(1^{\top} y-1\right) € \\
& g(\nu)=? \quad g(\nu)=\inf _{y \in \operatorname{domf}} L(y, \nu)
\end{aligned}
$$

$$
\begin{aligned}
& \Theta \frac{1}{2}\left(x^{\top} x+y^{\top} y-2 x^{\top} y\right)+\nu\left(1^{\top} y-1=\right. \\
& =\frac{1}{2} y^{\top} y+\left(\nu 1^{\top}-x^{\top}\right) y+\frac{1}{2} x^{x} x-\nu \rightarrow \inf _{\substack{ \\
y \geqslant 0}} y^{*}=(x-\nu \cdot 1)_{+}+z_{+}=\max (0, z) \quad y
\end{aligned}
$$

$$
g(\nu) \rightarrow \max _{\nu \in \mathbb{R}}
$$

Baregytoyeú cepur mor noka*em, rтo b róu zagare umertar cunohar yboúctberносто.
(Yenobue Cré̃tepa)

$$
x^{\top} x \rightarrow \min _{x \in \mathbb{R}^{n}}
$$

s.t. $A x=b$

## Lagrangian

$$
L(x, \nu)=x^{\top} x+\nu^{\top}(A x-b)
$$

## Dual function

$$
g(\nu)=\min _{x \in \mathbb{R}^{n}} L(x, \nu)
$$

Setting gradient to zero to find minimum : $:$

$$
\begin{gathered}
\nabla_{x} L(x, \nu)=2 x+\nu^{\top} A=2 x+A^{\top} \nu=0 \rightarrow x=-\frac{1}{2} A^{\top} \nu \\
g(\nu)=\frac{1}{4} \nu^{\top} A A^{\top} \nu+\nu^{\top}\left(-\frac{1}{2} A A^{\top} \nu-b\right)=-\frac{1}{4} \nu^{\top} A A^{\top} \nu-b^{\top} \nu
\end{gathered}
$$

Here we see lower bound property:

$$
p^{*} \geq-\frac{1}{4} \nu^{\top} A A^{\top} \nu-b^{\top} \nu, \quad \forall \nu
$$

Let's solve the dual problem:

$$
d^{*}=b^{\top}\left(A A^{\top}\right)^{-1} b
$$

Calculate the primal optimal and check whether this problem has strong duality or not.

## LP duality. Standard form

$$
\begin{array}{ll} 
& c^{\top} x \rightarrow \min _{x \in \mathbb{R}^{n}} \\
\text { s.t. } & A x=b \\
x \succeq 0
\end{array}
$$

## LP duality. Inequality form

$$
c^{\top} x \rightarrow \min _{x \in \mathbb{R}^{n}}
$$

$$
\text { s.t. } A x \preceq b
$$

## A nonconvex quadratic problem with strong duality

On rare occasions strong duality obtains for a nonconvex problem. As an important example, we consider the problem of minimizing a nonconvex quadratic function over the unit ball $L(x, \lambda)=x^{\top} A x+2 b^{\top} x+\lambda(\sqrt{x} x-1)=$
$2(A+\lambda I) x^{*}=-2 b$
$x^{*}=-(A+\lambda I)^{\dagger} \cdot b$
$=x^{\top}(A+\lambda I) x+2 b^{\top} x-\lambda x+2 b$
s.t. $x^{\top} x \leq 1 \quad g(\lambda)=\inf _{x}^{x \in \mathbb{R}^{n}} L(x, \lambda)=$
where $A \in \mathbb{S}^{n}, A \nsucceq 0$ and $b \in \mathbb{R}^{n}$. Since $A \nsucceq 0$, this is not a convex problem. This problem is sometimes called the trust region problem, and arises in minimizing a second-order approximation of a function over the unit ball, which is the region in which the approximation is assumed to be approximately valid.

Lagrangian and dual function

$$
L(x, \lambda)=x^{\top} A x+2 b^{\top} x+\lambda\left(x^{\top} x-1\right)=x^{\top}(A+\lambda I) x+2 b^{\top} x-\lambda
$$

$$
g(\lambda)=\left\{\begin{array}{l}
-b^{\top}(A+\lambda I)^{\dagger} b-\lambda \\
-\infty,
\end{array}\right.
$$

$$
\text { if } A+\lambda I \succeq 0
$$

otherwise
Dual problem $Q Q^{\dagger}=I \quad q_{i}$ - codeíb. beктора ${ }_{\text {MATpuint }}$


Connection of Fenchel and Lagrange duality

$$
f_{0}(x)=\sum_{i=1}^{n} f_{i}\left(x_{i}\right) \rightarrow \min _{x \in \mathbb{R}^{n}}
$$

s.t. $a^{\top} x=b$

The dual problem is thus

$$
\begin{aligned}
& \quad-b \nu-\sum_{i=1}^{n} f_{i}^{*}\left(-\nu a_{i}\right) \rightarrow \max _{\nu \in \mathbb{R}} \\
& \text { s.t. } \lambda \geq-\lambda_{\min }(A)
\end{aligned}
$$

with (scalar) variable $\nu \in \mathbb{R}$. Now suppose we have found an optimal dual variable $\nu^{*}$ (There are several simple methods for solving a convex problem with one scalar variable, such as the bisection method.). It is very easy to recover the optimal value for the primal problem.

## Fenchel - Rockafellar problem

## Problem

Let $f: E \rightarrow \mathbb{R}$ and $g: G \rightarrow \mathbb{R}$ - function, defined on the sets $E$ and $G$ in Euclidian Spaces $V$ and $W$ respectively. Let $f^{*}: E_{*} \rightarrow \mathbb{R}, g^{*}: G_{*} \rightarrow \mathbb{R}$ be the conjugate functions to the $f$ and $g$ respectively. Let $A: V \rightarrow W$ - linear mapping. We call Fenchel - Rockafellar problem the following minimization task:

$$
f(x)+g(A x) \rightarrow \min _{x \in E \cap A^{-1}(G)}
$$

where $A^{-1}(G):=\{x \in V: A x \in G\}$ - preimage of $G$. We'll build the dual problem using variable separation. Let's introduce new variable $y=A x$. The problem could be rewritten:

$$
\begin{aligned}
& \qquad f(x)+g(y) \rightarrow \min _{x \in E, y \in G} \\
& \text { s.t. } A x=y
\end{aligned}
$$

## Lagrangian

$$
L(x, y, \lambda)=f(x)+g(y)+\lambda^{\top}(A x-y)
$$

## Dual function

$$
\begin{aligned}
g_{d}(\lambda) & =\min _{x \in E, y \in G} L(x, y, \lambda) \\
& =\min _{x \in E}\left[f(x)+\left(A^{*} \lambda\right)^{\top} x\right]+\min _{y \in G}\left[g(y)-\lambda^{\top} y\right]= \\
& =-\max _{x \in E}\left[\left(-A^{*} \lambda\right)^{\top} x-f(x)\right]-\max _{y \in G}\left[\lambda^{\top} y-g(y)\right]
\end{aligned}
$$

Now, we need to remember the definition of the Conjugate function:

$$
\begin{gathered}
\sup _{y \in G}\left[\lambda^{\top} y-g(y)\right]= \begin{cases}g^{*}(\lambda), & \text { if } \lambda \in G_{*} \\
+\infty, & \text { otherwise }\end{cases} \\
\sup _{x \in E}\left[\left(-A^{*} \lambda\right)^{\top} x-f(x)\right]= \begin{cases}f^{*}\left(-A^{*} \lambda\right), & \text { if } \lambda \in\left(-A^{*}\right)^{-1}\left(E_{*}\right) \\
+\infty, & \text { otherwise }\end{cases}
\end{gathered}
$$

So, we have:

$$
\begin{aligned}
g_{d}(\lambda) & =\min _{x \in E, y \in G} L(x, y, \lambda)= \\
& = \begin{cases}-g^{*}(\lambda)-f^{*}\left(-A^{*} \lambda\right) & \text { if } \lambda \in G_{*} \cap\left(-A^{*}\right)^{-1}\left(E_{*}\right) \\
-\infty, & \text { otherwise }\end{cases}
\end{aligned}
$$

which allows us to formulate one of the most important theorems, that connects dual problems and conjugate functions:

Fenchel - Rockafellar theorem Let $f: E \rightarrow \mathbb{R}$ and $g: G \rightarrow \mathbb{R}$ - function, defined on the sets $E$ and $G$ in Euclidian Spaces $V$ and $W$ respectively. Let $f^{*}: E_{*} \rightarrow \mathbb{R}, g^{*}: G_{*} \rightarrow \mathbb{R}$ be the conjugate functions to the $f$ and $g$ respectively. Let $A: V \rightarrow W$ - linear mapping. Let $p^{*}, d^{*} \in[-\infty,+\infty]$ - optimal values of primal and dual problems:

$$
\begin{gathered}
p^{*}=f(x)+g(A x) \rightarrow \min _{x \in E \cap A^{-1}(G)} \\
d^{*}=f^{*}\left(-A^{*} \lambda\right)+g^{*}(\lambda) \rightarrow \min _{\lambda \in G_{*} \cap\left(-A^{*}\right)^{-1}\left(E_{*}\right)},
\end{gathered}
$$

Then we have weak duality: $p^{*} \geq d^{*}$. Furthermore, if the functions $f$ and $g$ are convex and $A(\operatorname{relint}(E)) \cap \operatorname{relint}(G) \neq \varnothing$, then we have strong duality: $p^{*}=d^{*}$. While points $x^{*} \in E \cap A^{-1}(G)$ and $\lambda^{*} \in G_{*} \cap\left(-A^{*}\right)^{-1}\left(E_{*}\right)$ are optimal values for primal and dual problem if and only if:

$$
\begin{aligned}
-A^{*} \lambda^{*} & \in \partial f\left(x^{*}\right) \\
\lambda^{*} & \in \partial g\left(A x^{*}\right)
\end{aligned}
$$

Convex case is especially important since if we have Fenchel - Rockafellar problem with parameters $(f, g, A)$, than the dual problem has the form $\left(f^{*}, g^{*},-A^{*}\right)$.
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## Convex optimization problem

Note, that there is an agreement in notation of mathematical programming. The problems of the following type are called Convex optimization problem:

$$
\begin{aligned}
& \qquad f(x) \rightarrow \min _{x \in \mathbb{R}^{n}} \\
& \text { s.t. } g_{i}(x) \leq 0, i=1, \ldots, m \\
& \\
& \\
& A x=b
\end{aligned}
$$


$x^{2}=4$
where all the functions $f(x), g_{1}(x), \ldots, g_{m}(x)$ are convex and all the equality constraints are affine. It sounds a bit strange, but not all convex problems are convex optimization problems.

$$
\begin{equation*}
f(x) \rightarrow \min _{x \in S} \tag{CP}
\end{equation*}
$$

where $f(x)$ is a convex function, defined on the convex set $S$. The necessity of affine equality constraint is essential (see Slater's condition in Duality).

For example, this problem is not a convex optimization problem (but implies minimizing the convex function over the convex set):

$$
\begin{align*}
& \quad x_{1}^{2}+x_{2}^{2} \rightarrow \min _{x \in \mathbb{R}^{n}} \\
& \text { s.t. } \frac{x_{1}}{1+x_{2}^{2}} \leq 0  \tag{CP}\\
& \left(x_{1}+x_{2}\right)^{2}=0
\end{align*}
$$

while the following equivalent problem is a convex optimization problem

$$
\begin{align*}
x_{1}^{2}+x_{2}^{2} & \rightarrow \min _{x \in \mathbb{R}^{n}} \\
\text { s.t. } \frac{x_{1}}{1+x_{2}^{2}} & \leq 0  \tag{COP}\\
x_{1}+x_{2} & =0,
\end{align*}
$$

Such confusion in notation is sometimes being avoided by naming problems of type (CP) as abstract form convex optimization problem.

Materials
Convex Optimization - Boyd \& Vandenberghe @ Stanford
Two-may partitioning problem:
brog $*$.

$$
x^{\top} W x \rightarrow \min _{x \in \mathbb{R}^{n}}
$$

$w_{i j}$ - соимост Karroxegetur $i$-oro usjorg od hexace
s.t. $x_{l}^{2}=1$

$2^{n}$ Torek


$$
10^{80} \approx 10^{81} \approx\left(10^{3}\right)^{27} \approx\left(2^{10}\right)^{27} \approx 2^{270}
$$

Постоим foо́етвеннуно $\quad g(\lambda, \nu) \rightarrow \max _{\lambda, J}$ zagary
1)

$$
\begin{aligned}
L(x, \nu) & =x^{\top} W x+\sum_{i=1}^{n} V_{i}\left(x_{i}^{2}-1\right)= \\
& =x^{\top} W x+x^{\top} \cdot \operatorname{diag}(\nu) x-1^{\top} V= \\
& =x^{\top}(W+\operatorname{diag}(\nu)) x-1^{\top} \nu
\end{aligned}
$$

2) $g(\nu)=\inf _{x \in \mathbb{R}^{n}} L(x, \nu)= \begin{cases}-1^{\top} J & w+\text { diag }(\nu) \geq 0 \\ -\infty & \text { uнале }\end{cases}$
3) $p^{*} \geqslant g(\lambda) \quad \forall V$

$$
\begin{aligned}
& P^{*} \geqslant-1^{\top} V, \quad \nu: W+\operatorname{diag}(\nu) \succeq 0 \\
& p^{*} \geqslant n \cdot \lambda_{\text {min }}(w) \\
& \begin{array}{l}
\lambda_{\sin }^{\frac{1}{2}(w)^{2}}=-\lambda_{\text {max }}^{3}(w)
\end{array} \lambda_{\text {min }}^{\lambda}(w) \boldsymbol{l}
\end{aligned}
$$

Yenobue Cheutepa: B sagare bonyxnoü oniumnzayum $\exists \tilde{x} \in \operatorname{relint}\left(S^{\prime}\right)$ :

$$
\begin{aligned}
& f_{i}(\tilde{x})<0 \\
& h_{j}(\tilde{x})=0, T 0
\end{aligned}
$$

$(G O P) \min _{x \in \mathbb{R}^{n}} f_{d}(x)<$ B6пПчK $\cap 61$

$$
\begin{aligned}
& f_{i}(x) \leqslant 0 \\
& h_{j}(x)=0
\end{aligned}
$$

uneerca нynebá $3 A 30 D$ gбой ctbenноети $U$


$$
L(x, \lambda,))=f_{0}(x)+\lambda^{\top} f(x)+\nu^{\top} h(x)
$$

KKT:

$$
\begin{cases}\nabla_{x} L=0 & \\ \nabla_{j} L=0 & \text { eens } \lambda>0, T 0 f_{i}(x)=0 \\ \lambda \geqslant 0 & \text { ecen } f_{i}(x)<0,00 \lambda=0 \\ \lambda_{i} f_{i}(x)=0 \\ f_{i}(x) \leqslant 0 & \searrow\end{cases}
$$

KKT
fun fact 1: $\forall$ zagaum ontumuzayum (GOP) c glead $f_{0}, f_{i}, h_{j}, b$ kогорой npucytetlyet cunsнal gbō̃erberност 1 юобой haסор


KKT
fun

Dea ntodoú burnyknoú zagazu buga (GOP) e guøя. $f_{0}, f_{i}, h_{j}$
KKT eTaHobgtes gостатогныли
BOYD $\forall\left(x^{*}, \lambda^{*}, j^{*}\right)$ uz KKT $\Rightarrow x^{*} \lambda^{+}, \nu^{*}$ - ormumantoro $u$ uметея cunsrad
KKT gboйсвенноои

bunonнено у cnobue Cnē̃тера, то KKT
етаноbgtes heodxogalumum и goctatorhsimu
+и имеетеs cunsнаs gоойственност

+ и gооитевенный оптамум goетихими
Yenobue Cneúrepa - ogho yz ycnebcír perynaproetru.
Cyue cibytor gpyzue

Mpurep: нeboinymnas zagara с cunsнои gbón cabertioctoro
Ctoxet: Cbazg gooicibess+ост Marpatixa ч Perxena (conprorterfibix pynky mu )

$$
\begin{aligned}
& \min _{x \in \mathbb{R}^{n}} f_{0}(A x+b) \\
& L(x)=f_{0}(A x+b) \\
& g=\inf _{x \in \mathbb{R}^{n}} L(x)>\max _{\lambda} \\
& =\min _{x \in \mathbb{R}^{n}}(A x+b) \\
& \min _{z \in \mathbb{R}^{n}} f_{0}(z) \\
& x, z \in \mathbb{R}=A x+b \\
& \left.f^{*}(y)=\sup _{x} / x^{\top} y-f(x)\right)= \\
& =-\inf _{x}(f(x)-x y) \\
& L(z, \lambda)=f_{0}(z)+\lambda^{\top}(z-A x-b) \\
& g(\lambda)=\inf _{x, z} L(x, z, \lambda)= \\
& =\inf _{x, z}\left[f_{0}(z)+\lambda^{\top} z-\lambda^{\top} A x-\lambda^{\top} b\right] \\
& \lambda^{\top} A=0 \\
& A^{\top} \lambda=0=\inf _{z}\left[f_{0}(z)+\lambda^{\top} z-\lambda^{\top} b\right]= \\
& =\inf _{z}\left(f_{0}(z)+\lambda^{\top} z\right]-\lambda^{\top} b=
\end{aligned}
$$

$\theta$

$$
\begin{aligned}
& -f_{0}^{*}(-\lambda)-\lambda^{\top} b \\
& g(\lambda)=-f_{0}^{*}(\lambda)-\lambda^{\top} b \quad, A^{\top} \lambda=0
\end{aligned}
$$

Dual
Paoblem:

$$
g(\lambda) \rightarrow \max _{\lambda \in \mathbb{R}^{n}} \quad A^{\top} \lambda=0
$$

nрилоне tule:

$$
\log \left(\sum_{i=1}^{m} \exp \left(a_{i}^{\top} x+b_{i}\right)\right) \rightarrow \min _{x \in \mathbb{R}^{n}}
$$

Пyё́s

$$
\begin{aligned}
& a_{i}^{\top} x+b_{i}=z_{i} \\
& \log \left(\sum_{i=1}^{m} \exp z_{i}\right) \rightarrow \min _{\substack{x, z \in \mathbb{R}^{n} \\
a_{i}^{\top} x+b_{i}=z_{i} \\
\\
\\
A x+b=z}}^{\text {etHCal: }}
\end{aligned}
$$

gooúcibetten:

$$
\begin{aligned}
& g(\lambda)=-f_{0}^{*}(-\lambda)-\lambda^{\top} b \\
& f(d z)=\log \sum_{i=1}^{n} \exp z_{i} \\
& f_{0}^{*}(\lambda)=\sum_{i=1}^{n} \lambda_{i} \log \lambda_{i}, \begin{array}{c}
\lambda^{\top} \geqslant 0 \\
1^{\top} \lambda=1
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
&-\sum_{i=1}^{n}\left(-\lambda_{i}\right) \log -\alpha_{i}-\lambda^{\top} b \rightarrow \max ^{\lambda} \\
& \lambda \in \mathbb{R}^{n} \\
&-\lambda \geqslant 0 \\
& 1^{\top}(-\lambda)=1 \\
& A^{\top} \lambda=0 \\
&-\sum_{i=1}^{n} \alpha_{i} \log \alpha_{i}+\alpha^{\top} b \rightarrow \max \\
& \alpha \in \mathbb{R}^{n} \\
& \alpha>0 \\
& i \alpha=1 \\
& A^{\top} \alpha=0
\end{aligned}
$$

